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      Examples of AI applications across the human lifespan. Credits: Debbie Maizels / Springer Nature 

Source: High-performance medicine: the convergence of human and 
artificial intelligence Eric Topol, Nature Medicine Jan 2019 
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FDA INFOGRAPHICS -- What does we mean that ”we trust them?” 
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Source: The Medical Futurist 

    

  



 

  

    
   

  To trust an MI system requires to trust all steps of its workflow 

Training data Model building Model output 

Microsoft engineering paper 

Source: Software Engineering for Machine Learning: A Case Study Amershi et al., International 
Conference on Software Engineering (ICSE) 2019 
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Define ”bad data”: a Real-World Evidence (RWE) perspective 

Fit-for-Use 
RWD 

Data Reliability 

Data Relevancy 

Accrual 

Quality Control 

Verification 

Validation 

Conformance 

Completeness 

Plausibility 

Credits: Duke-Margolis Center for Health Policy, reproduced with permission. Adapted from: 

• A Harmonized Data Quality Assessment Terminology and Framework for the Secondary Use of 
Electronic Health Record Data. Kahn, et al. EGEMS 2016 

• Framework for FDA’s Real World Evidence Program. Food and Drug Administration, 2018 

Part of a  forthcoming  Duke-Margolis RWE Collaborative  White Paper  on RWD Quality. 
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Evidation Study Platform ingests and analyze high-frequency 
Person-generated Health Data (PGHD) from a variety of sensors, 
services, and applications 

Se
rv

ic
es

 
Se

ns
or

s 

Examples of PGHD 

• Biometric data 

• Symptoms 

• Self-reported medical history 

• Activity tracking 

• Medication adherence/effects 

• Sleep tracking 
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Conformance: Does the data fit our expected schema? 

● Ingesting sleep data from Fitbit 
● Two different data formats depending on device and data availability 

timestamp level_deep_seconds level_light_seconds level_rem_seconds level_wake_seconds 

2017-04-01T23:58:30.000 NaN NaN NaN 1080 

2017-04-02T00:16:30.000 NaN NaN 360 NaN 

timestamp level_deep_seconds level_light_seconds level_rem_seconds level_wake_seconds 

2017-04-01T23:58:30.000 NaN NaN NaN NaN 

2017-04-02T00:16:30.000 NaN NaN NaN NaN 
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Completeness: How much data do we observe, and do our 
observations meet our expectations? 

● Data availability relies on both the systems that capture/store and the patients 
who generate it 

● Participant Missing: stopped wearing the device; does not sync 
● Device Missing: battery died and stopped recording 
● System Missing: server/API errors 
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Completeness: How much data do we observe, and do our 
observations meet our expectations? 

● Data availability relies on both the systems that capture/store and the patients 
who generate it 

● Participant Missing: stopped wearing the device; does not sync 
● Device Missing: battery died and stopped recording 
● System Missing: server/API errors 

● Multi-sensor systems allow for data completeness checks that take into account 
multiple data streams 

● Allows you to differentiate true missing from null values 
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Plausibility: Can we trust the values we observe in the data? 
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Plausibility: Can we trust the values we observe in the data? 
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Need: Data documentation frameworks for medical MI applications 

Source: Datasheets for Datasets Gebru et 
al. Workshop on Fairness, Accountability, 
and Transparency in Machine Learning, 
PMLR80, (2018) 

Other efforts (not an exhaustive list):
● Data statements for NLP: Toward mitigating system bias and enabling better science. Bender et al. Transactions of 

the Association for Computational Linguistics (2018). 
● The Dataset Nutrition Label: A Framework To Drive Higher Data Quality Standards. Holland, et al. arXiv preprint 

arXiv:1805.03677 (2018). 
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Need: Data documentation frameworks for medical MI applications 

Source: Datasheets for Datasets Gebru et 
al. Workshop on Fairness, Accountability, 
and Transparency in Machine Learning, 
PMLR80, (2018) 

Other efforts (not an exhaustive list):
● Data statements for NLP: Toward mitigating system bias and enabling better science. Bender et al. Transactions of 

the Association for Computational Linguistics (2018). 
● The Dataset Nutrition Label: A Framework To Drive Higher Data Quality Standards. Holland, et al. arXiv preprint 

arXiv:1805.03677 (2018). 

Need to extend data documentation frameworks to medical/health datasets:
● Integrate RWD framework: score datasets on relevance, reliability, accrual, verification, validation 
● Specifically address conformance, plausibility, and completeness which have a more crucial role in high-stakes 

medical/health applications 
© EVIDATION HEALTH, INC. 2019 



To trust an MI system requires to trust all steps of its workflow 

Model Building 

Microsoft engineering paper 

 

  

    
   

  

Source: Software Engineering for Machine Learning: A Case Study Amershi et al., International 
Conference on Software Engineering (ICSE) 2019 
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Trusting model building: Reproducibility 
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Source: Reproducibility in Machine 
Learning for Health McDermott et al., 
Workshop in Reproducibility in Machine 
Learning (ICLR) 2019 

https://arxiv.org/abs/1907.01463 

https://arxiv.org/abs/1907.01463


 

 

    
 

    
   

    

Trusting model building: Adversarial examples 

Source: Synthesizing Robust Adversarial Examples 
Athalye et al., (ICML) 2018 

Source: Adversarial Examples for Electrocardiograms Han et al., Workshop on debugging 
Machine Learning systems (ICLR) 2019 https://arxiv.org/abs/1905.05163 

See also: Adversarial attacks on medical machine learning Finlayson et al. Science (2019) 
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To trust an MI system requires to trust all steps of its workflow 

Model output 

Microsoft engineering paper 

 

  

    
   

  

Source: Software Engineering for Machine Learning: A Case Study Amershi et al., International 
Conference on Software Engineering (ICSE) 2019 
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 Trusting model outputs: test-time monitoring 

● General idea: An additional system (can be human) evaluate  trustworthiness of 
model output. 

● High  level mechanism: monitoring system determines if test data is ”anomalous” as 
compared to  the  data the  model has been trained on 

● Active  area of research in  ML community: 
• A neural network  architecture that computes it s own  reliability. Leonard et al. Computers  & chemical engineering, 1992. 
• To  trust  or  not to  trust  a classifier. Jiang et  al. In  Advances  in Neural  Information Processing Systems  2018 
• Can  You Trust This  Prediction? Auditing P ointwise  Reliability  After  Learning. Schulam et al. Artificial Intelligence  and  Statistics (AISTATS),  2019. 
• Deep  Weighted  Averaging Classifiers. Card et al. Proceedings of the  Conference  on Fairness, Accountability, and Transparency. ACM, 2019. 
• Scalable  joint models for  reliable uncertainty-aware event prediction. Soleimani et  al. IEEE transactions on pattern analysis  and machine intelligence. 2018 
• Learning  with rejection. Cortes et al. In International  Conference  on Algorithmic Learning  Theory  2016. 

● Can  be used to   detect distribution  shifts post-deployment 

For  an  in depth-discussion: Saria,  S. and Subbaswamy, A. (2019). Tutorial: Safe  and  
Reliable Machine  Learning. ACM Conference  on Fairness,  Accountability,  and 
Transparency 
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Machine Intelligence systems are Complex Systems. System Engineering 
principles can be applied to ensure end-to-end reliability 

Source: Hidden technical debt in machine learning systems. Sculley et al., Advances in 
neural information processing systems (NeurIPS) 2015 
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For an in depth-discussion: Saria, S. and Subbaswamy, A. (2019). Tutorial: Safe and Reliable Machine 
Learning. ACM Conference on Fairness, Accountability, and Transparency 



Thank you 

Luca  Foschini, PhD 
Co-founder & Chief Data Scientist 
luca@evidation.com  @calimagna |
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https://twitter.com/calimagna?lang=en

	Slide Number 1
	Slide Number 2
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22



