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Objectives

• To highlight the relevance of explainability to 
behavioral and mental health

• To provide examples of studies to bridge those 
gaps

• To suggest key topics in this area for discussion



Background

• Today, 123 Americans will die 
from suicide

• Yearly, 1 in 40 Americans 
attempt suicide 

• 1 in 20 contemplate suicide

CDC, NIMH, MentalHealth.gov



Suicide Risk Stratification and Prediction

Machine Intelligence + Routine Healthcare Data



Explainability and Accuracy



Prediction != Prevention



The Why of Explainability

• All models are wrong, some are useful*

• But in behavioral health, errors might lead to:
• Harm or loss of life
• Unnecessary treatment or threats to liberty interest
• Stigma
• Negative career impacts
• Loss of trust for both patients and providers

*doi:10.1080/01621459.1976.10480949.

https://en.wikipedia.org/wiki/Digital_object_identifier
https://doi.org/10.1080/01621459.1976.10480949






From Civilian Risk to Active Duty

 Validate and Update our Models in the U.S. Navy Active 

Duty Servicemembers

Aim 1:

Aim 2: Evaluate Clinical Routines and Workflows to Inform CDS

Aim 3: Pilot Decision Support and Study Uptake and Behaviors

Military Suicide Research Consortium 
Grant #W81XWH-10-2-0181 



Can we see into the algorithm’s black box?

• 14,000 Vanderbilt patients with Fibromyalgia

• Our predictive algorithms “work” in this group (aka external validation)

• But can we explain this performance and might it suggest intervention? 



Can we see into the algorithm’s black box?

• Protective Factors Driven by Outpatient Care and Medication Prescription
• Time-Based Utilization Analysis

<1 h 50 h
Possible Intervention 





Explainability and the “Five Rights”

• the right information,
• to the right person,
• in the right intervention format,
• through the right channel,
• at the right time in workflow.

http://library.ahima.org/doc?oid=300027

http://library.ahima.org/doc?oid=300027


Open Questions and Gaps

• Explainable does not equal Actionable

• When does Explainability matter most? When might it not matter?

• Interpretability of an algorithm is not the same as insights about an 
individual

• Explainability is not causality
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